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We study the pseudospin valve effect in bilayer graphene nanoribbons using the recursive Green’s function
method. The pseudospin degree of freedom is associated with the electron density in two layers and can be
controlled by external gate electrodes. We find that the conductance of nanoribbons shows different behavior
compared to infinite systems due to the appearance of edge states and quantum confinement. Remarkably, a
large on-off ratio can be achieved in nanoribbons with zigzag edges, even when the Fermi energy lies in the
bulk energy gap. The influence of possible edge vacancies and interface conditions is also discussed.
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I. INTRODUCTION

Recent years have seen a surge of interest in graphene
materials,1–3 motivated by their potential application as a
building block in future nanoelectronics.4 Unlike conven-
tional semiconductors, the charge carriers in graphene are
described by a two-dimensional Dirac-like equation5,6 and
display gigantic intrinsic mobility even at room
temperature.7–9 These unique properties are responsible for a
slew of spectacular phenomena such as the half-integer quan-
tum Hall effect10–13 and Klein tunneling.6 However, they also
make it extremely difficult to manipulate the current-
conducting state in graphene-based circuits. Among various
schemes proposed to deal with this problem, a common so-
lution is to induce a band gap in the energy spectrum by, for
example, chemical doping in the bulk14 or quantum size ef-
fect in nanoribbons.15

More recently, there has been an increasing interest in
bilayer graphene16–32 because they allow easy tuning of the
band structure via gate electrodes,33–37 which, in turn, pro-
vides a promising avenue toward controlled transport in
graphene-based circuits. The honeycomb lattice of a mono-
layer graphene consists of two atoms in a unit cell, conven-
tionally labeled by A and B atoms. In bilayer graphene, the
two layers are typically stacked in the so-called Bernard
form in which an A atom of the top layer sits right above a B
atom of the bottom layer �Fig. 1�. Therefore, applying an
electric field perpendicular to the layers will break the sub-
lattice symmetry of the system and open a band gap. Experi-
mentally, it has been demonstrated that the band gap can be
tuned up to 250 meV,37 well into the midinfrared frequency
range.

In addition, bilayer graphene also possess a pseudospin
degree of freedom associated with the electron-density dif-
ference between the two layers.38–40 The aforementioned per-
pendicular electric field plays the role as a “Zeeman” field
that couples to the pseudospin. Based on this analogy, San-
Jose et al.40 recently proposed a pseudospin valve �PSV�
device that consists of a bilayer graphene with a pair of ad-
jacent gate electrodes. This device operates in a similar way
as the spin valve,41 i.e., by changing the polarity of the gate
voltage, parallel and antiparallel pseudospin configurations

can be realized and the device can be switched between on
and off states. It has been shown that a large on-off ratio of
the conductance can be achieved when the Fermi energy lies
just outside the bulk band gap.

The issue to be addressed in this paper is the effect of
confined geometry, particularly the appearance of the edge
states, on the PSV. Graphene materials are known to have
edge states on zigzag edges,42,43 which can significantly af-
fect the transport properties of the system.44,45 Here we dem-
onstrate by numerical simulations that a “midgap” PSV ef-
fect exists in bilayer graphene nanoribbons, in which the
device can operate with a large on-off ratio even when the
Fermi energy is inside the bulk band gap. This effect is pos-
sible because in addition to the flat-band edge states typically
found in monolayer graphene, bilayer graphene also has edge
states that are dispersive and extend well into the bulk band
gap.46 These are the states that carry currents when the bulk
states are not available. Moreover, due to the nonlocalized
property of these edge states, the midgap PSV effect is robust
against edge defects. Our result also shows that a smooth
gate potential, as one is likely to encounter in real experi-
ments, will have limited influence on the operation of this
device. These features make PSV a highly desired method to

FIG. 1. �Color online� Geometry of bilayer graphene nanorib-
bon. Black bonds connect atoms in the top layer and gray bonds
connect atoms in the bottom layer. The line in armchair direction is
labeled with n and zigzag direction is labeled with m. An armchair
nanoribbon with width N has 4N atoms in a principal layer �in red
solid frame�, and a zigzag nanoribbon width M has 4M atoms in a
principal layer �in blue dot frame�.

PHYSICAL REVIEW B 81, 195402 �2010�

1098-0121/2010/81�19�/195402�6� ©2010 The American Physical Society195402-1

http://dx.doi.org/10.1103/PhysRevB.81.195402


control electric currents in graphene-based circuits with con-
fined geometry.

This paper is organized as follows. Section II describes
the model system, especially the properties of the dispersive
edge states in bilayer graphene nanoribbons. In Sec. III, con-
ductance of both armchair and zigzag bilayer graphene nan-
oribbons is studied in detail by recursive Green’s function
method. We close the paper with a summary in Sec. IV.

II. MODEL

The bilayer graphene with a biased voltage between the
two layers can be described by the tight-binding
Hamiltonian2,31

H = �
l=1,2;�i,j�

�Vl,i
A al,i

† al,i + Vl,j
B bl,j

† bl,j� − t �
l=1,2;�i,j�

�al,i
† bl,j + H.c.�

− t��
i

�a1,i
† b2,i + H.c.� , �1�

where l is the layer index and i , j label the unit cell within
one layer. The operator al,i�bl,j� annihilates an electron at the
A�B� site in the ith unit cell of layer l. Vl,i

A,B is the site energy,
which can be controlled by the biased voltage, t is the intra-
layer nearest-neighbor hopping ��2.9 eV�, and t� is the in-
terlayer hopping ��0.39 eV� between A1 and B2, as shown
in Fig. 1.

In the presence of a uniform perpendicular electric field,
the site energy Vl,i

A,B is constant within one layer, i.e., Vl,i
A,B

=Vl. Introduce the potential average V�= �V1+V2� /2 and the
potential difference V0= �V1−V2� /2. The energy spectrum of
the system has a direct band gap of the size 2�V0� at the two
inequivalent corners, K and K�, of the Brillouin zone. In
experiments, one can change the Fermi energy �through V��
and the band gap �through V0� at the same time by adjusting
the gate voltages.37

The pseudospin degree of freedom is defined as the elec-
tron population difference between the two layers. To find its
explicit dependence on the bias voltage, we recast Hamil-
tonian �1� in the momentum space and focus on the low-
energy sector that governs the quasiparticle dynamics. The
effective Hamiltonian around the K point reads

H =�
V0 vF�† 0 0

vF� V0 t� 0

0 t� − V0 vF�†

0 0 vF� − V0

	 , �2�

where vF= 3
2at /� with a being the lattice constant �we use

units such that �=1=vF from now on� and �= px+ ipy is the
momentum measured from the K point in the Brillouin zone.
The Hamiltonian around the K� point can be obtained by
replacing � with px− ipy. We have dropped the V� term be-
cause it corresponds to a constant shift of all energy levels,
or equivalently, a shift of the relative position of the Fermi
energy EF. For �V0�� t�, the Hamiltonian can be further re-
duced to,13

H � 
 V0 ��†�2/t�

���2/t� − V0
� . �3�

The resulting two-component wave functions describe the
electronic amplitudes on A1 and B2 sites. For a given eigen-
state � with energy E, the pseudospin is defined by

������� =�1 − 
V0

E
�2

�cos 2�px̂ + sin 2�pŷ� +
V0

E
ẑ ,

�4�

where �p=arctan�py / px�. We can clearly see that the pseu-
dospin can be tuned by the potential difference V0.

The bulk PSV proposed by San-Jose et al.40 consists of a
pair of adjacent gate electrodes with tunable bias voltage.
When the two gates have the same �opposite� potential dif-
ference, the electrons in two gated region have parallel �an-
tiparallel� pseudospins. In the antiparallel configuration the
transmission rate will be strongly suppressed because of the
interface pseudospin flipping, while in the parallel configu-
ration the pseudospin does not play a role. As a result, the
system can be changed between on and off states.

Next we consider the energy spectrum of the bilayer
graphene system described by Hamiltonian �1� in a confined
geometry. In addition to the energy quantization, the most
visible difference between the bulk and nanoribbon graphene
systems is the appearance of the edge states.2,46 Shown in the
inset of Fig. 2 is the energy spectrum of the bilayer graphene
with zigzag edges. We can see that in addition to the two
flat-band-edge states, as usually seen in monolayer graphene,
there are two more edge states with dispersive-energy bands.
In bilayer graphene, there are four different edges terminated
by atoms of the type A1, B1, A2, and B2, respectively �Fig.
1�. The two flat-band-edge states are strictly localized on the
edge atoms A1 and B2, separated by an energy gap of 2�V0�.
On the other hand, due to the coupling t� between the two
layers, the other two edge states �residing on the edges
formed by atoms B1 and A2� are dispersive and can pen-
etrate into the bulk.46 Remarkably, the band structure of these
edge states extends well into the bulk band gap �“midgap”
region�. Figure 2 shows the behavior of the small gap 2Vg

FIG. 2. �Color online� Energy gap between the dispersive edge
states �red in the inset� in zigzag nanoribbons as a function of the
nanoribbon width. Inset: the spectrum of a zigzag nanoribbon with
width M =60.
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between the dispersive edge states as a function of the nan-
oribbon width. It is clear that as the nanoribbon width in-
creases, the dispersive edge states tend to extend to the
whole midgap region and the energy spectrum becomes es-
sentially gapless. This opens up the possibility of transport
phenomena at an arbitrary Fermi energy.

The setup of the PSV is shown in Fig. 3 with an interface
of length D connecting two semi-infinite gated regions. The
transmission rate of electrons through the whole system is
calculated using the standard recursive Green’s function
method,47 which is a widely used technique in the study of
transport properties.31,40,48–58 Within this approach, the sys-
tem is sliced into a series of principal layers �Fig. 1�, and
then the Green’s function is calculated by propagating an
initial function layer by layer from one end to the other. We
use the algorithm developed by Sancho et al.59 to mimic the
semi-infinite leads by a finite region with a large number of
principle layers. Finally, the conductance is calculated by the
Landauer formula

G =
2e2

h
T , �5�

where T is the transmission rate obtained from the Green’s
function. The factor of 2 comes from the spin degeneracy.

III. RESULTS AND DISCUSSIONS

A. Conductance of bilayer nanoribbons

We first consider a bilayer graphene nanoribbon with an
abrupt interface between the two gated regions. For antipar-
allel configuration, we have

V0�x� = V01 − 2��x�� , �6�

and for parallel configuration, V0�x� is a constant. The inter-
face length D=0.

The conductance of nanoribbons with armchair and zig-
zag edges is shown in Fig. 4. We immediately notice that, in
sharp contrast to armchair edges, nanoribbons with zigzag
edges have a finite conductance even when the Fermi energy
is in the midgap region. Moreover, the conductance of the
parallel and antiparallel configurations shows a sizable dif-
ference in this region, giving rise to a “midgap” PSV effect.
To quantify the PSV effect, we define the pseudospin mag-
netoresistance �PMR� following Ref. 40

PMR =
GP − GAP

GP
, �7�

where GP�GAP� is the conductance for parallel �antiparallel�
configuration. The PMR for both edges is shown in Fig. 5.

To understand the behavior of the PMR we have also
plotted the corresponding band structure in Fig. 4. For the
antiparallel configuration the translational symmetry along
the nanoribbon direction is broken because of the interface.
Nonetheless we can still consider the local band structure
inside the semi-infinite leads far way from the interface. The
band structures with opposite V0 are exactly the same. For

FIG. 3. �Color online� Electrode setup for antiparallel configu-
ration and potential function of different configurations. The red
�blue� line refers to top �bottom� layer potential.

FIG. 4. �Color online� The band structure and conductance for
bilayer graphene nanoribbons with �a� zigzag and �b� armchair
edges. The width of both nanoribbons is 80. The blue solid line
refers to parallel configuration and the red dashed line refers to
antiparallel configuration. V0=70 meV is the potential difference
between the layers. G0=2e2 /� is the unit conductance.

FIG. 5. �Color online� PMR for bilayer graphene nanoribbon
with zigzag �blue solid� and armchair �red dashed� edges. The width
of both nanoribbons is 80.
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zigzag edges we only show one of the valleys because the
intervalley scattering involves large momentum transfer and
contributes little to the total conductance. By comparing the
band structure of the zigzag and armchair nanoribbons, we
can clearly see that the midgap PSV effect originates from
the dispersive edge states discussed earlier. The efficiency of
the midgap PSV is comparable to its bulk counterpart with a
fairly large PMR in the bulk band gap ��=60%�.

Several remarks are in order. �i� For parallel configura-
tions, the conductance shows a steplike behavior as a func-
tion of the Fermi energy, typical for finite-size system. On
the other hand, for antiparallel configurations, the conduc-
tance varies much smoother, increasing gradually when the
Fermi energy is between two subbands. This can be attrib-
uted to the fact that for a given energy band, the z component
of the pseudospin has its largest value at the band bottom
then decreases as the energy increases see Eq. �4��. �ii� The
largest difference between GP and GAP is 2G0 at the subband
bottom. As both GP and GAP increases with Fermi energy,
the peak value of PMR decreases. �iii� We note that for zig-
zag nanoribbons, there exists a region the 	 region44,60 in
Fig. 4�b��, where the PMR vanishes with equal GP and GAP.
In this region, if the electrons are limited to one of the val-
leys then the backscattering is completely eliminated. The
perfect transmission of the antiparallel configuration there-
fore indicates that the pseudospin flipping process happens at
a much faster rate than the intervalley scattering. In other
words, the electrons will experience a sudden pseudospin
flipping without being scattered to the other valley.

Finally, to obtain a comprehensive picture of the conduc-
tance of edge states in the midgap region, we plot in Fig. 6
the Fermi-energy dependence of PMR for a zigzag nanorib-
bon with its width varying from 20 to 100. We can see that
compared to the bulk PSV effect, in which the PMR is ap-
preciable only in a small window of EF, there is a wide
parameter range where a large PMR can be archived for the
midgap PSV effect.

B. Conductance with finite interface

Having demonstrated the midgap PSV effect for an ideal
abrupt interface, next we discuss more realistic interface con-

ditions. In a real experiment, the two external gates are usu-
ally separated by a certain distance and V0�x� should vary
smoothly in space. Here, we consider a PSV with interface of
length D. The origin of the x axis is chosen at the middle.
The on-site potential is constant in the lead region and mod-
eled by the following function in the central region:

V1 = − V2 = − V0 sin
�

D
x� �8�

for antiparallel configuration and

V1 = − V2 =
V0 + Vm

2
−

V0 − Vm

2
cos
2�

D
x� �9�

for parallel configuration, where V1 �V2� is on-site potential
of top �bottom� layer and 2Vm is the band-gap minimum in
the central region for the parallel configuration. Both poten-
tial profiles are shown in Fig. 3. Here the parameter Vm is
included to account for the fact that there may be a region in
the middle uncovered by both gate electrodes �Fig. 3�. When
Vm=V0, we recover the ideal situation discussed by San-Jose
et al. in bulk PSV.40 However, as we will show later, a non-
zero Vm can have a strong effect on the PMR.

In Fig. 7, we compare the conductance of the PSV with a
smooth interface to an abrupt interface for both armchair and
zigzag nanoribbons. We can see that the conductance with
finite interface tends to suppress the PSV effect for both
armchair and zigzag nanoribbons. The general cause has
been discussed by San-Jose et al.40 in their bulk PSV study—
with a large interface length D, electrons will have a long
distance to adjust its pseudospin according to the profile of
V0�x� and are able to pass through the interface by gradually
accommodate the change instead of being reflected. Follow-
ing this argument, we can see that the potential dip in the
central region characterized by Vm can affect the conduc-
tance of parallel configuration. To understand this effect, let
us consider an extreme case where Vm=0. Then even in par-
allel configuration the pseudospin need to be quickly rotated
to in plane once the electrons are in the central region, be-

FIG. 6. �Color online� Fermi energy and width dependence of
the PMR in zigzag nanoribbons.

FIG. 7. �Color online� Conductance of �a� armchair �N=80� and
�b� zigzag �M =80� nanoribbons. The solid lines refer to the idea
abrupt potential change on the interface. The dashed lines refer to
the smooth potential change with interface length of D=5 and Vm

=0.6V0 for parallel configuration. Red �blue� lines refer to parallel
�antiparallel� configuration.

LI, ZHANG, AND XIAO PHYSICAL REVIEW B 81, 195402 �2010�

195402-4



cause the pseudospin has no ẑ component there. As a result,
GP is reduced and so does the PMR. There are, however,
several additional features specific to the nanoribbon geom-
etry. �i� The zero PMR region of the zigzag nanoribbons is
unaffected at all, thanks to the absence of backscattering. �ii�
The Vm term can significantly alter the edge state dispersion,
therefore creating a large-momentum mismatch at the inter-
face. This causes the large drop of GP in the midgap region,
as seen in Fig. 7�b�.

Due to the crucial role of Vm for parallel configuration, it
is much desired to make the interface length D small enough
to ensure that Vm is close to V0.

C. Edge disorder

In this section, we study the influence of edge disorder on
the midgap PSV effect. Previous studies have shown that in
both monolayer and bilayer graphene the edge disorder will
strongly affect the conductance of both zigzag and armchair
nanoribbons.31,53,61 In our calculation, we again consider an
abrupt interface. The system consists of two clean, semi-
infinite leads on the two sides and a central region of 40
principle layers where the disorder occurs. The interface is
placed in the middle of the central region. In one principle
layer, vacancies can appear at four available positions for
zigzag nanoribbons and eight available positions for arm-
chair nanoribbons. In our tight-binding calculation the va-
cancy is simulated by setting the on-site energy to
infinity.51,53,62

In Fig. 8, we show the comparison between a clean nan-
oribbon and one with edge disorder. For armchair nanorib-
bons, even a tiny amount of edge impurity �the impurity
concentration p=2.5%� makes the PSV highly unreliable.
This can be seen in Fig. 8�c�; the PMR can drop to below
20% when the Fermi energy is in the first subband. On the
other hand, for zigzag nanoribbons, even with a higher im-
purity concentration �p=10%� the PSV effect is pretty robust
with PMR around or above 60% in a wide range when the
Fermi energy is in the bulk band gap. This is due to the fact
that the dispersive edge states in bilayer nanoribbon are non-
localized and penetrate into the bulk, therefore it is less sen-
sitive to the edge disorder. Experimentally, it has been found
that58 zigzag nanoribbons are more stable and easier to pro-
duce than armchair nanoribbons. All these evidences imply
that the zigzag nanoribbon is a much better candidate than
armchair nanoribbon for PSV application.

IV. CONCLUSION

In summary, we investigate the PSV effect in bilayer
graphene nanoribbons. We find a midgap PSV effect exists

for nanoribbons with zigzag edges, in which the PSV can
operate even when the Fermi energy is in the bulk band gap.
Compared to its bulk counterpart, the midgap PSV has the
advantage that it can be realized with modest shifting of the
Fermi energy while in the bulk PSV the Fermi energy must
be shifted out of the band gap. In addition, the midgap PSV
also has a wider operational range where a large on-off ratio
can be consistently obtained. This effect is robust against
edge disorder and the details of interface potential, making it
a promising method to control the current-conducting state in
graphene-based circuits at the nanoscale.
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